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The exploitation of  special features of  the current generation of supercom- 
puters is discussed with particular reference to computational quantum 
chemistry. Modification of  algorithms in the light of the very large memory 
available on the CRAY 2 is described, and multi-processing of  programs is 
considered for both the CRAY XMP and CRAY 2. The overhead in multi- 
processing can be reduced to a small percentage even for steps that perform 
extensive IO. The division of  work among CPU's at different program levels 
is considered for various examples, and optimal levels for the division are 
discussed. 
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1. Introduction 

The advent of vector processors has been responsible for a very substantial 
enhancement in the performance of  quantum chemistry codes. In many applica- 
tions, improvements of more than an order of magnitude relative to the fastest 
scalar machines have been seen on the CRAY 1, CRAY XMP and CDC CYBER 
205. However, there seems to be little prospect of another order of  magnitude 
increase in the near future from new single CPU supercomputers: the present 
machines are close to the limit of  what can be achieved in this respect. For large 
improvements in the performance of  quantum chemistry codes it will be necessary 
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to use multiple CPU's in parallel. As we will show, the simultaneous use of 
several CPU's in a single job can not only enhance performance, but can also 
make more efficient use of the large memory and peripheral storage resources of 
machines such as the CRAY XMP and CRAY 2. 

In the present study, we shall describe our experiences in exploiting the resources 
of the CRAY XMP-48 and CRAY 2 supercomputers installed at NASA-Ames 
Research Center. While much of the discussion will be devoted to using multiple 
CPU's we shall also examine the advantages offered by the 256 Mword central 
memory of  the CRAY 2. Our investigations in multi-processing have been restric- 
ted to the general architecture of a machine with a few (four in the above cases) 
very fast CPU's and consequently we shall confine our discussion to multi- 
processor supercomputers. Machines featuring a very large number of relatively 
slow processors-  commonly found as polytope configurations such as hyper- 
cubes - are outside the scope of the present study. 

2. Optimal use of  very large memories 

We will discuss two examples of computational approaches appropriate for 
computers with very large central memories. The first example is the generation 
of full CI wave functions for cases involving 10 000 000 or more determinants; 
the second is the generation of SCF wave functions for large (more than 250 
CGTOs) basis sets without disk storage or repeated calculation of integrals. 

The Numerical Aerodynamics Simulation (NAS) project, a national facility 
operated at NASA-Ames, features a CRAY 2 computer with the maximum 
configuration of four CPU's and 256 Mwords (268 435 456 64-bit words). With 
a cycle time of  4.1 ns, the CRAY 2 can reach 420 MFLOPS on a single CPU for 
matrix multiplication (MXM). However, because of bank conflicts in memory, 
the performance is no better than 285 MFLOPS per CPU when all CPU's are 
busy. This is still impressive performance, and it is clear that the machine is 
ideally suited for a computational scheme which depends heavily on matrix 
multiplication and which requires large memory resources. The determinantal 
full CI algorithm of Knowles and Handy [1], based on earlier work Of Siegbahn 
[2] is just such a scheme. 

Full details of the determinantal full CI  program have been given by Knowles 
and Handy [1] and will not be repeated here. For CI expansions of more than 
1 000 000 determinants, matrix multiplication represents well over 90% of the 
computational effort. A particular advantage of the large memory of the CRAY 
2 is that not only is it possible to handle expansions of over 20 000 000 deter- 
minants (28 000 000 is the largest we have employed), it is also possible to decrease 
the input /output  (IO) burden and the amount of disk storage required. Thus, in 
addition to the usual direct CI memory requirements of a trial coefficient vector 
c and the corresponding residual vector He, where H is the Hamiltonian matrix, 
we also keep the diagonal of H in central memory. This avoids the necessity of 
reading these elements in each CI iteration, and releases disk space which can 
be better used to hold earlier c and He vectors for the Davidson diagonalization. 
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Hence, for a calculation involving some 28 000 000 determinants, 84 000 000 words 
of central memory are required for vectors and the diagonal of H ;  scratch space 
is also required for setting up temporary arrays [1], and we routinely allocate 
some 20 000000 words for this purpose. The full CI code thus uses about 
100 000 000 words of central memory. For further details of  the full CI calcula- 
tions, and applications to a number of  atomic and molecular systems, the reader 
is referred to [3-7]. 

The extensive memory of  the CRAY 2 suggests another application in which disk 
storage is replaced by central memory storage: SCF calculations with the integral 
list held in memory. In several applications of interest to us, such as the chemistry 
of small metal clusters, the basis sets used are large (over 250 CGTOs) but the 
symmetry is relatively high. The total number of distinct, non-zero integrals in 
many cases is then between fifty and one hundred million, and the overheads of 
storing and (repeatedly) retrieving such an integral list from disk would be so 
large that we would normally use the direct SCF method of Almlrf  and co-workers 
[8] to eliminate the IO. Clearly, by constructing the integral list once in memory, 
we can combine the CPU performance advantage of  the conventional approach 
(that is, calculating the integrals only once) with the advantage of no IO overheads 
of the direct SCF method. In our preliminary version of  such an "in-core" SCF 
program, the second and later iterations run some 8-10 times faster than the first, 
during which all the distinct integrals must be generated. It is difficult to compare 
this time to a direct SCF iteration, since the extensive use of  pre-screening of 
integrals based on density matrix elements in the direct SCF method [8] cannot 
readily be implemented in the in-core SCF. However, for the worst case for direct 
SCF, that is, density matrix pre-screening achieves no reduction in the number 
of integrals to be calculated, it would be possible to perform 17 in-core SCF 
iterations for the cost of 3 direct SCF iterations, a very useful performance 
improvement. Even for basis sets of  272 CGTOs, less than 60 000 000 words of 
memory are required if the point group is of order 12 or higher, while for extended 
systems almost 600 CGTOs have been treated in 120 000 000 words. 

While these examples show the computational advantages to be gained by 
exploiting large central memories, the schemes used depend on the availability 
of  a large fraction of memory (more than one-third in the full CI case discussed 
above) to a single user job. This question of the availability of  system resources 
and sharing of  resources among user jobs is especially important in the context 
of  multi-processing, as we will show in the next section. 

3. Why multi-process? 

Multi-processing can be implemented at several levels. The outermost level, and 
the simplest to implement, is to run a different job on each CPU. No programming 
effort on the part of  users is required: all of  the overhead of running multiple 
processes is borne by the system. However, this approach has several disadvan- 
tages. First, there is no speed-up or throughput advantage for each job, and thus 
the only user benefit is the possibility of running more jobs. The opportunities 
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for running longer jobs are not necessarily improved. Second, and rather more 
subtle, is the question of  system resource allocation. If a single user job accesses 
all of  the available central memory, all CPU's except the one running the user 
job will sit idle, as there will be no memory for jobs queued for the other CPU's. 
This causes considerable inefficiency in throughput,  and an obvious solution is 
to limit jobs to no more than 1/n of the central memory, disk storage and 
solid-state disk (SSD) resources in an n processor system. It should be noted 
that implementing this policy can actually reduce the resources available to users: 
on a single processor CRAY XMP-14 (that is, one CPU, 4 Mword of central 
memory) any user job could, in principle, request 4 Mword of memory, while if 
the system were upgraded to a 4 CPU 8 Mword XMP-48 the above policy would 
restrict each user to a maximum of  2 Mword. However, there is an obvious 
extension to this policy of  resource allocation: if a user job can make use of 
several~(say, m ) C P U ' s  simultaneously, it is reasonable for that user to request 
m~ n of the system resources, since there is no risk of  these m CPU's becoming 
idle. 

The possibility of accessing more of a system's resources by simultaneously 
utilizing several CPU's is an important motivation for multi-processing. Multi- 
processing itself can increase the throughput of  (in effect, speed up) a given job, 
while very often the opportunity to use more of the system's resources results in 
further performance improvements. Further, while current operating systems can 
manage queues of the size required to keep, say, the 4 CPU's of a CRAY XMP-48 
busy, scheduling for machines with 16 or mote such CPU's would require 
considerable extension of  the operating system capabilities. Again, use of multiple 
CPU's within a single job would help with system management, since the overall 
number of jobs required to keep the system busy would be decreased. With these 
potential advantages of multi-processing in mind, we now turn to the question 
of  how best to implement multi-processing in user jobs. 

4. At what level should multi-processing be implemented? 

The most basic level at which multi-processing can be implemented is illustrated 
by dividing the range of  a DO loop among multiple CPU's. For example a DO 
loop running from 1 to 100 000 could easily be broken into 1-50 000 and 50 001- 
100 000, and each half could run on a different CPU. This is similar in spirit to 
the vector pipes on the CYBER 205, where the vectors are automatically parti- 
tioned across pipes. However, it is more general since the other CPU is free to 
work on another job when it is no longer required. The disadvantage of this 
approach is that it requires long loops, as otherwise the overhead of acquiring 
other CPU's and dividing the work can exceed any potential benefits. Also, much 
of the time would probably be spent using only one CPU (unless the job was 
dominated by long DO loops), so that the job should not be allowed more than 
1/n of the resources. 

A higher level of multi-processing would allow sections of code in which parallel 
independent operations were performed to be partitioned so that several CPU's 
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could each work on part of the problem. As an example, consider matrix 
multiplication, A = B x C, using the outer product  algorithm (that is, formulated 
as a sequence of  SAXPY [9] (vector = vector+ scalar x vector) operations). Each 
column of  the result matrix A is formed independently, and several columns, in 
arbitrary order, could be generated simultaneously. CRAY Research has imple- 
mented this level of multi-processing and has called it micro-tasking. The chief 
features of micro-tasking are a relatively low overhead associated with generating 
("forking") additional tasks and a flexible approach to determining how many 
additional CPU's to make available to a j o b -  this decision is made by the 
operating system based on how many processors are currently idle. Clearly, in 
a busy system few, if any, additional CPU's will be made available, while in an 
idle or dedicated machine all CPU's may be available. This flexibility in scheduling 
means that a user code which contains any specific reference to a certain number 
of tasks or CPU's is unacceptable as a candidate for micro-tasking, at least in 
the present releast of the software. On the NASA-Ames CRAY XMP-48, a matrix 
multiplication code micro-tasked along the above lines will run some four times 
faster than a single CPU code, at least in dedicated mode. In a busy machine 
we observe a large variation in performance under different loads: this makes it 
difficult to draw detailed conclusions, or to decide how much of a system's 
resources should be made available to a micro-tasked job. Micro-tasking is not 
currently available on the CRAY 2. 

Under many circumstances, a code can be divided into different and unrelated 
tasks. For example, in a direct CI calculation there is no reason why the processing 
of the various groups of  integrals (these are classified according to how many 
occupied orbital indices appear) cannot occur in parallel on different CPU's. In 
such a case, the division of  work occurs at a high level, and the CPU's are used 
for a considerable fraction of the total time; scheduling of system resources 
should therefore account for this. The disadvantage of  this level of multi- 
processing is that in general more extensive program modifications are needed. 
CRAY Research has also implemented this approach to multi-processing and 
calls it multi-tasking. 

This high level approach to multi-tasking has a particular advantage when some 
of  the scalar overhead associated with different tasks can be divided among 
CPU's. This is especially important on systems featuring multiple CPU's with 
high performance vector-processing capability. It is well known that, in a code 
with an irreducible scalar component,  there is a limit to the gain obtainable from 
vectorization: once the scalar component dominates the timing it is pointless to 
continue improving the vectorized component. Obviously, multi-processing this 
vectorized component only exacerbates the problem. However, if the scalar code 
can also be multi-tasked then a real overall gain from multi-processing is possible. 
We have multi-tasked (on two CPU's) the MOLECULE Gaussian integral pro- 
gram by duplicating the integral evaluation routines and calling both the original 
routines and their duplicates in parallel. Virtually all of  the calculation is perfor- 
med using two CPU's and a performance improvement of essentially a factor of  
two is observed. It is also possible to multi-task much of the overhead in a Slater 
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integral code, as well as those parts which are highly vectorized, and again a 
considerable enhancement in performance results [10]. 

5. Multi-tasking matrix multiplication 

Matrix multiplication is one of  the key kernels in computational chemistry and 
it is important to benchmark the multi-tasking of this process. This has been 
done on both the CRAY XMP-48 and CRAY 2. The most straightforward 
approach was used: A = B x C being broken up to generate parts of the result 
matrix A by making four calls to the system matrix multiply routine, MXM. For 
matrices of  order several hundred, the overhead associated with forking the three 
extra tasks is very small, and on the CRAY XMP the elapsed time is reduced by 
essentially a factor of 4 in a dedicated mach ine -  the actual speed-up is 3.99. 
Since on one processor MXM runs at 200 MFLOPS, the net performance in the 
four processor version is 796 MFLOPS. On the CRAY 2, the overhead with 
forking the tasks is higher, but only marginally so. While the CPU of the CRAY 
2 is twice as fast as the XMP, not only is the memory four times slower, but the 
memory latency (bank busy time) is some fifteen times greater. The slower memory 
does not affect the single-tasked MXM subroutine and, as noted in Sect. 2 above, 
in a dedicated machine this achieves 420 M F L O P S -  twice the performance of 
the XMP - but in multi-user mode the bank conflicts created by other processes 
degrade this figure to 285 MFLOPS. When the four processor version of the 
matrix multiply kernel is run on the CRAY 2, only 1.2 GFLOPS (i.e. 1200 
MFLOPS) is achieved, in dedicated or multi-user mode. Bank conflicts, whether 
from other user processes or from other tasks forked by a given job, thus constrain 
performance to 4 times the single processor multi-user mode performance. This 
is less than three times the performance of a dedicated mode single processor 
version. 

Given the large improvement in the MXM performance, the determinantal full 
CI was multi-processed. The ideal approach would be to divide the code such 
that each processor formed a temporary matrix of the product of CI coefficients 
and coupling coefficients, then multiplied this by the integrals, and subsequently 
by the other coupling coefficients, finally adding the result into the current residual 
vector Hc. Each process could share the CI vector and integrals, but to work 
properly each would have to access a separate version of He; these would be 
merged at the end of an iteration. However, holding four copies of Hc would 
increase the memory requirements greatly (by 84 million words in our H20 
example given above). With only one copy of He, code must be added to prevent 
simultaneous updating of  the same elements. Because of this updating complica- 
tion and the fact that there are only four CPU's on the CRAY 2, the simpler 
approach of only multi-processing the MXM was made. Since the matrix 
dimension is quite large and 90% of the time is in MXM, the 4.0 speed up for 
MXM translates into an overall speed-up of 3.1 in a multi-user environment. 
(Note that if the timings are made on a dedicated machine the speed-up is less 
since the one processor version does not suffer from any bank conflicts while the 
multi-processed version does.) This improvement should extend the capability 
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of the full CI program, particularly since at present we are limited by the short 
periods of  time for which the system is available to users. 

6. Multi-processing the sparse matrix vector product 

The sparse matrix vector product  is the most time consuming step in the construc- 
tion of the Fock matrix in an SCF program or in forming the He product  in the 
diagonalization for a conventional CI  program, where the list of  integrals or 
Hamil tonian elements,  respectively, is explicitly stored on disk. Vectorization of  
this procedure has been discussed before [11] and in this work we consider 
multi-processing. 

The matrix is real symmetric and 0-10% dense, and stored on disk by rows with 
the column index of each element packed into the low order bits. The example 
is taken from [11]. In order to simplify the notation we consider the example of  
diagonalizing a matrix of  dimension, MDIM,  using the simultaneous vector 
approach of Liu [12, 13]. On each iteration of the product  of  the matrix and each 
of the N R O O T  vectors is needed. The scalar code is 

C sparse matrix version of  symmetric matrix-vector code 
DO 1 I = 1 ,MDIM 

C The matrix is stored by rows, 
C NZ is the number  of  non-zeros in the row 
C MASK is an integer of  the form (2**n) - 1 where M A S K >  MDIM.  
C For our applications we usually choose n = 16. 

READ(IU)NZ, (BUF(J ) , J  = 1,NZ) 
DO 2 K =  1,NROOT 
D O 3  J X = I , N Z  
J = AND(BUF(JX) ,MASK)  
HC(J ,K)  = HC(J ,K)  + C(I ,K)*BUF(JX)  
HC(I ,K)  -- HC(I ,K)  + C(J ,K)*BUF(JX) 

3 C O N T I N U E  
2 C O N T I N U E  
1 C O N T I N U E  

It is possible to vectorize this code on the CRAY's  by the use of  SPDOT and 
SPAXPY, and the code is; 

C F O R T R A N  version illustrating SPDOT and SPAXPY 
DO l I =  1 ,MDIM 
READ(IU)  NZ,(BUF(J) ,J  = 1,NZ) 

C Unpack labels into scratch array ISC 
DO 1 0 J = I , N Z  

10 ISC(J) = AND(BUF(J ) ,MASK)  
DO 2 K =  1 ,NROOT 

C Gather  together elements of  C SPECIFIED BY THE I N D E X  ISC 
DO 2 0 J = l , N Z  
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20 SCR(J) =C( ISC(J ) ,K)  
C Form dot product 

SUM = 0. 
DO 21 J =  1,NZ 

21 S U M =  SUM+SCR(J )*BUF(J )  
HC(I ,K)  = HC(I ,K)  + SUM 

C SPDOT can replace loops 20 and 21. 
C HC(I ,K)  = HC(I ,K)  + SPDOT(NZ,C(1,K) , ISC,BUF) 
C G A T H E R  T O G E T H E R  T H E  ELEMENTS OF HC S P E C I F I E D  BY THE 
I N D E X  ISC 

DO 22 J = 1,NZ 
22 SCR(J) = HC(ISC(J) ,K))  
C N O W  PERFORM SAXPY (SUM A * X + Y )  O P E R A T I O N  

DO 23 J = 1,NZ 
23 SCR(J) = SCR(J )+C( I ,K)*BUF(J )  
C SCATTER M O D I F I E D  ELEMENTS BACK INTO HC 

DO 24 J = 1,NZ 
24 HC(ISC(J) ,K)  = SCR(J) 
C SPAXPY can replace loops 22, 23 and 24. 
C CALL SPAXPY(NZ,C(I ,K) ,BUF,HC(1,K) , ISC)  
2 C O N T I N U E  
1 C O N T I N U E  

We have considered multi-processing both of these codes on the CRAY XMP-48 
using all four processors. Unlike the full CI, where it was not possible to have 
multiple copies of  HC, for both the conventional diagonalization and the SCF 
calculation the matrix dimension is sufficiently small that this presents no prob- 
lems. Therefore we have one copy of C (the density matrix in the SCF) and four 
copies of  HC (the Fock matrix in the SCF). The example uses IO which reads 
only one row at a time, this is for illustrative purposes only. In practice the IO 
is performed in long fixed blocks; each block contains a series of  logical records 
which start with a word specifying the row and the number  of  non-zeros. I f  a 
row spans a block, both parts of  the row are started by a specifier word. This is 
critical to ensure that each block in the file can be processed totally independently. 
The program organization is to form the initial C, then to fork four tasks, each 
of which looks like the sample code above. Since all tasks read the same file, if 
the machine is busy the first task will process the entire file, whereas if other 
processors are available they will each perform part of  the construction. The 
program waits until all tasks are finished and merges the four results. From the 
result a new trial function is made. Currently this is done on one processor and 
the memory  could be reduced to that of  the single-tasked version. Memory is an 
important characteristic of  a job and the one processor version uses 2 * n words, 
where n is the dimension of the matrix. The four processor version obviously 
needs 3 * n new arrays to hold their contribution to HC. Thus the average memory 
per processor is decreased in the multi-processor version; this is important  in the 
overall scheduling of the system since it effectively leaves more memory available 
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for other jobs. It is obviously important for system efficiency that a job which 
performs extensive IO should leave memory for other jobs. 

For a 3% dense matrix of dimension 20 000 the vector code is about 8 times 
faster than the scalar code on the CRAY XMP. When the problem is multi- 
processed, the total CPU time increases because of the overhead in forking tasks: 
this overhead is some 5% of  the time for the scalar code, but 40% for the vector 
code. This illustrates well the need to multi-task at the highest possible level, as 
discussed in Sect. 4. In fact, in a busy machine, one CPU completes the entire 
problem, in the vectorized version, before the other tasks can be executed. Clearly, 
multi-processing must be implemented at a sufficiently high level to ensure that 
tasks do not become too small and that the balance of work is shared properly 
between the tasks. 

It is interesting to note that a larger improvement is obtained by vectorization 
(a factor of  7.9) than by multi-processing the scalar code among four CPU's (a 
factor of  3.8). For the more time-consuming scalar case, the 3.8 improvement is 
quite acceptable and worth the effort of  coding. For a case which is 10 times 
larger, even the overhead in the vectOr version would be quite low and multi- 
processing would be worthwhile. However, this example has only considered 
CPU time - as noted above, the IO wait time can present a problem. If  the matrix 
is stored on disk, the disk IO rate cannot keep up  with even one processor, hence 
increasing the number of  processors cannot reduce elapsed time. In a multi-user 
environment this effect is very hard to measure: we have observed timing for a 
one processor run with IO wait times far longer than four processor runs made 
on other occasions. Regardless of  these individual runs, overall the four processor 
version does not obtain the same elapsed time speed-up as CPU speed-up, and 
thus multi-processing does not fully solve the problem. This IO wait time problem 
is even more severe for the vectorized version of the code, of course, where the 
time to process the block is much smaller. There are two ways to solve this 
problem. On the CRAY 2 the matrix could be held in core for many cases. Also, 
since all four processors can effectively work on the problem all the memory 
could be made available to the job and a large problem could be treated. On the 
XMP-48 this is not an option, but storing the matrix on the SSD is. With a 
20 Gbit /second transfer rate, as little as four floating point operations per word 
transferred are needed to make CPU power, not IO, the limiting factor. Therefore, 
once the matrix is stored on the SSD the IO wait time is effectively eliminated 
(provided at least four products are to be formed), and the full power of  the four 
processors can be applied to this problem. 

An obvious alternative approach to the IO problem is to divide the data into 
several files. If  these are allocated to independent disk units a substantial enhance- 
ment in IO performance will be obtained. The NASA-Ames computer center is 
also investigating "striping' data across several packs to reduce IO wait time on 
sequential IO. Such alternatives need to be investigated: the current SSD is limited 
to 128 Mwords, and no doubt when multi-processing becomes more widely used 
more scratch space will be required. 
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7. Conclusions 

The very large memory of the CRAY 2 can be used to treat special approaches 
like the full CI which represent very important calibration points for all methods. 
The memory can be used to store data that would be held on disk on most 
machines. This eliminates the IO wait time associated with disk IO. Once the 
disk IO wait time is eliminated, the idea of using multiple CPU's to process this 
memory-resident data becomes a real option. 

The multi-processing of matrix multiplication is shown to achieve 796 MFLOPS 
on the XMP-48 and 1.2 GFLOPS on the CRAY 2. Since large portions of our 
codes are limited by the speed of this operation this translates to a useful speed-up 
in the computational chemistry codes. Of course, as the number of processors is 
increased it is not sufficient to concentrate only on the MXM step. This problem 
of the scalar setup overhead is a problem in all highly vectorized codes and 
multi-processing can amplify it. 

It is shown that a step which is in principle IO bound can be multi-tasked on 
the XMP-48 by moving the data onto the SSD. Unlike the CRAY 2, it is not 
possible to move the data into central memory. When the job is run in a multi-user 
environment, it is possible that such a multi-tasked problem could still work well, 
provided it used little memory and the other jobs did little IO. However, it does 
appear that an SSD is required to achieve high performance for problems in 
which only a few floating point operations are performed on each piece of data 
read in. We are currently examining the case of problems in which N operations 
are performed on each of  N 2 data items read frorrt disk. 

We have described our first attempts to utilize fully the memory of the CRAY 2 
and the multi-processing capabilities of the CRAY 2 and CRAY XMP-48. Sig- 
nificant enhancements in the performance of computational chemistry codes can 
be achieved by using multi-processing and by taking maximum advantage of 
large memories. Extension to architectures featuring more than about 10 pro- 
cessors will probably require more extensive alteration of our current approaches. 
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